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Abstract—Differential flatness and methods based on this
property have proved to be very fruitful for tracking controllers
and trajectory planning of nonlinear systems. As a dual to
the concept of differentially flat outputs, this contribution deals
with the computation of flat inputs, and thus with the problem
of actuator placement. Given a mathematical description of a
system’s behavior and a desired output, we propose an algorithm
that constructs such inputs for observable systems. We show
that there are no integrability problems which are typical for
flat output computations, and exemplify this by an example. For
non-observable systems, we show that an additional constraint
needs to be fulfilled. It is not obvious how to incorporate this
into an algorithm.

Index Terms—Nonlinear systems, Differential flatness, Flat
inputs, Actuator placement, Unimodular completion, Algorithms.

I. INTRODUCTION

Introduced in the early 1990s [1], [2], the property of
differential flatness has gained a lot of attraction in the design
of tracking controllers and trajectory planning for nonlinear
control systems [3]–[5]. Despite much progress [6]–[13], to
date no algorithm can determine whether or not an arbitrary
dynamical system is flat, and if so, how to determine the
so-called flat output [14], [15]. Although numerous practical
examples have been shown to be flat, the scientific demand
for a necessary and sufficient flatness condition remains.

There exist mainly two different approaches for systematic
flatness analysis, one of which uses nonlinear transformations
with the goal to arrive at a representation where the flatness
property can be read off [8], [16]. Another very popular ap-
proach for flat output computation involves the calculation of
unimodular completions of the linearization along an arbitrary
trajectory of the system [6], [7], [9]–[13], [17]. In addition,
for differential flatness an integrability condition is required
to be satisfied.

Investigating the dual perspective of flat outputs, differ-
entially flat inputs were introduced [18], [19], and can be
interpreted as an actuator placement problem such that a given
system with output becomes flat [20], [21]. In this regard,
the design process of dynamical systems can directly benefit
from flat input computations. In addition, observer design
methods have used the same concept [22], the computation of
differential parametrizations can be systemized and thus allow
feedforward control and asymptotic tracking of nonlinear sys-
tems [21], [23], [24]. Flat inputs have been used in parameter

identification [25], [26], and even in problems, such as secure
communication [20].

We will render the problem of flat input computation in the
unimodularity context and show, that for flat input computation
of observable nonlinear systems, the integrability condition is
always satisfied. In addition, we propose an algorithm for flat
input computation of these systems.

It has been shown that flat inputs may exist for non-
observable systems [19]. While a general necessary and suf-
ficient condition for the existence of flat inputs in the non-
observable case remains an open problem, this condition has
been found for systems whose output has two components
[20]. We will reformulate the general non-observable case and
investigate sufficient conditions for flat inputs.

II. PRELIMINARIES AND PROBLEM STATEMENT

The field of meromorphic functions in t will be denoted by
K, and – for the sake of readability – the differential operator
d
dt by λ. Further, for suitable matrices Ai ∈ Km×n we set

row(A1, ... ,Aq) :=

(
A1

...
Aq

)
. (1)

Definition 1. Let A ∈ Km×n. A matrix A+R ∈ Kn×m is called
right pseudo inverse of A, if AA+R = Im holds. In the same
manner, A+L ∈ Kn×m is called left pseudo inverse of A, if
A+LA = In holds.

Definition 2. Let A ∈ Km×n with rankA = r ≤ m ≤ n. A
matrix A⊥R ∈ Kn×(n−r) is called right orthogonal comple-
ment, if

AA⊥R = 0m,n−r. (2)

Similarly, let A ∈ Km×n with rankA = r ≤ n ≤ m. A matrix
A⊥L ∈ K(m−r)×m is called left orthogonal complement, if

A⊥LA = 0m−r,n. (3)

The set of polynomials in λ with coefficients in K constitutes
a ring, the so-called Ore polynomial ring which we will
denote by K[λ]. The multiplication of elements of K[λ] is non-
commutative and determined by the rule

∀a ∈ K : λa = ȧ+ aλ. (4)
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In this contribution, we will work with elements from the
set Km×n[λ] = (K[λ])

m×n
, i.e., m×n matrices with elements

in K[λ].

Definition 3. A polynomial matrix A(λ) ∈ Kn×n[λ] is called
unimodular, if its inverse A−1(λ) is an element from
Kn×n[λ]. We denote the set of unimodular n × n matrices
with Un[λ].

Definition 4. Let A(λ) ∈ Km×n[λ]. The following holds:
∃L(λ) ∈ Um[λ],R(λ) ∈ Un[λ] :

L(λ)A(λ)R(λ) =

(
∆(λ) 0r×(n−r)

0(m−r)×r 0(m−r)×(n−r)

)
, (5)

where ∆(λ) ∈ Kr×r[λ] with r ≤ min (m,n) denotes a diag-
onal matrix and the right hand side of (5) is called the Smith
normal form of A(λ).

Definition 5. Let A(λ) ∈ Km×n[λ]. A(λ) is called hyper-
regular, if its Smith normal form yields ∆(λ) = Imin (m,n).

Definition 6. Let

0 = F(x, ẋ, ... ,x(α)) (6)

with x(t) ∈ Rn be an implicit equation. The matrix

P(λ) =

(
α∑
i=0

∂F

∂x(i)
λi

)
(7)

is called generalized Jacobian or tangent matrix of F.

Definition 7. Let the behavior of a dynamical system be
described by the implicit underdetermined equation

0n−m = F(x, ẋ), x(t) ∈ Rn. (8)

The system (8) is called (differentially) flat if there exists an
m−tuple y such that

y = h(x, ẋ, ... ,x(α)) (9)

x = g(y, ẏ, ... ,y(β)) (10)

with α, β <∞. The tuple y is then called flat output.

If the dynamical behavior can be manipulated by an input
u(t) ∈ Rm, we get implicit underdetermined equations of the
form (8) by either eliminating u, or by introducing a new state
vector consisting of the old state components and the input.

There exist necessary and sufficient conditions for differen-
tial flatness [7]. The following condition will be of use in this
contribution.

Proposition 1. The dynamical system with the behavior in
implicit form

0n−m = F(x, ẋ), x(t) ∈ Rn (11)

is flat, if there exists an output

y = h(x, ẋ, ... ,x(α)), y(t) ∈ Rm (12)

such that (
P(λ)
H(λ)

)
:=

(
∂F
∂ẋλ+ ∂F

∂x∑α
i=0

∂h
∂x(i)λ

i

)
∈ Un[λ] (13)

and

d (H(λ)dx) = 0. (14)

Proof. See [7, Theorem. 3].

For flat output computation, a necessary condition for
Proposition 1 to be applicable, is hyper-regularity of P(λ),
which can be interpreted as local controllability [6].

Instead of searching for a flat output, the flatness property
may be accounted for in the design process of the system, by
asking where to influence the behavior of the system. That is,
given equations for the behavior of an autonomous first order
system

ẋ = f(x), x(t) ∈ Rn (15)

and an output

y = h(x, ẋ, ... ,x(α)), y(t) ∈ Rm, (16)

we compute an input-dependent system of the form

ẋ = f̂(x,u) (17)

such that the given output y becomes a flat output. The implicit
form of (17) reads

0 = F̂(x,u, ẋ) := ẋ− f̂(x,u), (18)

and the generalized Jacobian of (18) w.r.t row(x,u) appended
by the generalized Jacobian of (16) yields(

P̂(λ)
H(λ)

)
=:

(
∂F̂
∂ẋλ+ ∂F̂

∂x
∂F̂
∂u∑α

i=0
∂h
∂x(i)λ

i 0m,m

)
(19)

=

(
Inλ− ∂ f̂

∂x − ∂ f̂
∂u∑α

i=0
∂h
∂x(i)λ

i 0m,m

)
. (20)

Due to Proposition 1, for differential flatness we need to ensure(
P̂(λ)
H(λ)

)
∈ Un+m[λ] (21)

as well as

d
(
P̂(λ)

(
dx
du

))
= 0. (22)

If both these conditions are satisfied for the input-injected
system (17), then the output y is flat, and u is called flat
input.

Usually, flat input computation does not take into account
input injection in the output equation. In this contribution, we
will require the same and can therefore deduce the following.

Corollary 1. A necessary condition for the existence of flat
inputs is hyper-regularity of the generalized Jacobian of the
output equation.
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Proof. Applicability of Proposition 1 involves the unimodu-
larity condition in (13) to be satisfied. An arbitrary hyper-
row of a unimodular matrix is hyper-regular. A hyper-regular
matrix remains hyper-regular when appending zero columns.
If we do not allow flat input injection in the output equation,
then the generalized Jacobian of the output is only affected by
appending zero columns when injecting a flat input. Therefore,
the unimodularity condition of (1) requires the generalized
Jacobian of the output equation to be hyper-regular.

III. FLAT INPUT COMPUTATION FOR OBSERVABLE
SYSTEMS

The generalized Jacobian of the autonomous system with
output of the form

F(x, ẋ) = ẋ− f(x) = 0n (23)

y = h(x, ẋ, ... ,x(α)) (24)

reads

Z(λ) :=

γ∑
i=0

Ziλ
i :=

(
Inλ− ∂f

∂x∑α
i=0

∂h
∂x(i)λ

i

)
(25)

with Z(λ) ∈ K(n+m)×n[λ] and γ = max(1, α). Dual to con-
trollability, observability is equivalent to hyper-regularity of
Z(λ). Checking hyper-regularity of Ore polynomial matrices
with coefficients in K can be evaluated symbolically using
the Smith normal form, methods based on row and column
reduction [27]–[29], or even numerically [30].

The following algorithm proposes a method for the compu-
tation of unimodular completions for hyper-regular (n+m)×n
matrices with γ = 1. For the completion of a hyper-regular
matrix of the transposed dimensions with γ > 1, using
integrator chains we can reduce the order of λ to 1 by raising
the dimension of the problem. This approach cannot offhand-
edly be translated here, but since the output components are
usually chosen to be physically meaningful, the order of time-
derivatives in the output equation should generally be low and
restricting to γ ≤ 1 may not be a practical constrain.

Remark 1. Lie-derivatives may be used to lower the order of
time derivatives in the output equation as follows.

In state space representation, with ε(x) := id(x) we find

ẋ = f(x) =
∂ε(x)

∂x
f(x) = Lfε(x).

Given x(k) = Lkf ε(x), by induction we conclude

x(k+1) =
∂Lkf ε(x)

∂t
=
∂Lkf ε(x)

∂x

∂x

∂t
=
∂Lkf ε(x)

∂x
f(x)

= LfL
k
f ε(x) = Lk+1

f ε(x). (26)

Therefore, an arbitrary output y = h(x, ẋ, ... ,x(α)) with α <
∞ can be represented as

y = h(x, Lfε(x), L
2
f ε(x), ... , L

α
f ε(x)) =: h̃(x),

that is, we can always find an equivalent output equation
independent of time-derivatives of x.

The following steps describe an iterative algorithm, which
is strongly inspired by the algorithm for unimodular row com-
pletion described in [10]–[12] for matrices from K(n−m)×n[λ]
and can thus be seen as the dual version. Due to non-
commutativity of K[λ], in general

A(λ) hyper-regular 6=⇒ AT(λ) hyper-regular

holds [30]. This is why we cannot simply complete by taking
the transposed matrix and apply the algorithms from [10]–[12],
and eventually, why both algorithms differ in some details
(whereas the idea remains the same).

A. Algorithm
We will assume Z(λ) = Z1λ + Z0 ∈ Kp×n[λ] with

rankZ1 = n where p = n+m.
First, we set Z1,[0] := Z1 and Z0,[0] := Z0, where the

subscript [i] denotes the iteration cycle. We start with i = 0
from the equation

0 = v[i]

(
Z1,[i]λ+ Z0,[i]

)
. (27)

1) Reduction: We have

Z[i] = Z1,[i]λ+ Z0,[i] ∈ Kp[i]×n[i] [λ]

with rankZ1,[i] = n[i] and p[i] = n[i] +m[i]. First, we com-
pute a transformation

v[i] = (v[i+1],w[i+1])

(
Z+L

1,[i]

Z⊥L
1,[i]

)
(28)

which results in

0 = (v[i+1],w[i+1])

(
Z+L

1,[i]Z1,[i]λ+ Z+L
1,[i]Z0,[i]

Z⊥L
1,[i]Z1,[i]λ+ Z⊥L

1,[i]Z0,[i]

)
(29)

= (v[i+1],w[i+1])

(
In[i]

λ+C[i]

B[i]

)
(30)

with B[i] := Z⊥L
1,[i]Z0,[i] ∈ Km[i]×n[i] and C[i] := Z+L

1,[i]Z0,[i].
The components w[i+1] in (30) are purely algebraic, i.e., this
step reduces the number of derived components.

If B[i] = 0, there exists a non-observable subsystem, and
the matrix Z(λ) cannot be completed because it is not hyper-
regular.

If rankB[i] = m[i], then the following step (null space
decomposition) can be skipped.

2) Null space decomposition: If rankB[i] < m[i] in (30),
then we adjust the transformation as follows:

v[i] = (v[i+1],w[i+1], z[i+1])

Z+L
1,[i]

Z̃
⊥L

1,[i]

G[i]

 (31)

such that B̃[i] = Z̃
⊥L

1,[i]Z0,[i] has full row rank, and G[i]Z0,[i] =
0. From both these conditions we can conclude

G[i] = B⊥L
1,[i]Z

⊥L
1,[i] (32)

Z̃
⊥L

1,[i] = ((B⊥L
1,[i])

⊥R)TZ⊥L
1,[i]. (33)

The components z[i+1] are a part of the flat input of the tangent
system. We finish this step by replacing B[i] with B̃[i].
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3) Elimination: The algorithm terminates in the k-th itera-
tion, if B[k] has full column rank.

Otherwise, in this step we eliminate the algebraic equations.
The matrix B[i] has full row rank, i.e., there exists a right
orthogonal complement which we can multiply (30) with from
the right. This yields

0 = (v[i+1],w[i+1])

(
Iλ+C[i]

B[i]

)
B⊥R

[i] (34)

= (v[i+1],w[i+1])

(
λB⊥R

[i] +C[i]B
⊥R
[i]

0

)
(35)

= v[i+1]

(
B⊥R

[i] λ+C[i]B
⊥R
[i] +

∂

∂t
(B⊥R

[i] )

)
(36)

=: v[i+1]

(
Z1,[i+1]λ+ Z0,[i+1]

)
. (37)

We obtain an equation of the same structure as in (27) and
continue applying the preceding steps.

B. Computing a column completion

After the above steps terminate in the k-th iteration, we are
able to compute the unimodular completion of Z(λ) by the
relationship v[i]Z1,[i] = v[i+1] which we get from (28) by
right multiplication with Z1,[i]. This leads to

v[0] = Z1,[0]Z1,[1] · · ·Z1,[k]v[k]. (38)

For a null space decomposition in step j, we compute the
inverse transformation of (31) by

z[j+1] = v[j]G
+R
[j] (39)

where G+R
[j] also satisfies Z+R

1,[j]G
+R
[j] = 0 and Z̃

⊥L

1,[j]G
+R
[j] = 0

and is therefore unique. This additionally leads to the inverse
transformation

v[0] = Z1,[0]Z1,[1] · · ·Z1,[j−1]G
+R
[j]v[k]. (40)

Eventually, the unimodular completion of Z(λ) = Z1λ + Z0

is given by

Q̃ := Z1,[0]Z1,[1] · · ·Z1,[k], (41)

possibly appended column-wise by

Q̃[j] := Z1,[0]Z1,[1] · · ·Z1,[j−1]G
+R
[j] (42)

for every null space decomposition in step j.
Note that the unimodular completion that results from this

algorithm is independent of λ.

C. Computing differentially flat inputs using a unimodular
completion

If we do not allow input injection into the output equation,
then a general unimodular completion needs to be transformed
such that the lowest m rows of the completion are zero, i.e.,

Q(λ) =:

(
Q1(λ)
Q2(λ)

)
!
=

(
Q1(λ)
0m×m

)
. (43)

In general, the right hyper column of a (n+m)× (n+m)
unimodular matrix can be altered by right multiplication with
a unimodular transformation matrix T(λ) ∈ Un+m[λ], i.e.,(
A1(λ) A2

A3(λ) A4

)(
In B1(λ)
0 B2(λ)

)
︸ ︷︷ ︸

=:T(λ)

=

(
A1(λ) C1(λ)
A3(λ) C2(λ)

)
∈Un+m[λ]

with

C1(λ) := A1(λ)B1(λ) +A2B2(λ) (44)
C2(λ) := A3(λ)B1(λ) +A4B2(λ). (45)

Here, A1(λ) = Inλ + ∂F
∂x ∈ Kn×n[λ], A3(λ) = ∂h

∂ẋλ +
∂h
∂x ∈ Km×n[λ] and row(A2,A4) is a unimodular completion
computed as described in the section above. To ensure uni-
modularity of the resulting matrix, T(λ) ∈ Un+m[λ] implies
B2(λ) ∈ Um[λ].

Due to our assumptions on the output y, there is no
feedthrough of the input u. This is why we require

C2(λ) = A3(λ)B1(λ) +A4B2(λ)
!
= 0 (46)

which we can right multiply by B−12 (λ) ∈ Um[λ] to get

A3(λ)B1(λ)B
−1
2 (λ) +A4 = 0. (47)

The matrix A3(λ) is necessarily hyper-regular, i.e., there exists
a hyper-regular right inverse A+R

3 . Setting

B1(λ) = −(A3(λ))
+RA4 and B2(λ) = Im (48)

fulfills requirement (46), such that our resulting blocks are of
the form

C1(λ) = −A1(λ)(A3(λ))
+RA4 +A2 (49)

C2(λ) = 0. (50)

Note that in general C1(λ) depends on the operator λ and
thus may introduce time derivatives of the flat input u, which
may not be desirable.

Assuming, we have managed to find a λ-independent uni-
modular completion of the form Q = row(Q1,0m,m), then
the input injection

ẋ = f(x) +Q1(x)u (51)

is flat, if the (now modified) tangent matrix of the implicit
version of (51) and the given output(

∂F
∂ẋλ+ ∂F

∂x + ∂Q1u
∂x Q1

∂h
∂ẋλ+ ∂h

∂x 0

)
=

(
Inλ− ∂f

∂x + ∂Q1u
∂x Q1

∂h
∂ẋλ+ ∂h

∂x 0

)
(52)

still enjoys the unimodularity property. The provided output y
is then a flat output of the system (51).

15



IV. EXAMPLE

We compute a flat input for the following academic example
system

ẋ = f(x) =

x2 − x3x1
x2x3

 , x(t) ∈ R3 (53)

with the output y = (x23, x
2
1)

T. From the implicit system
F(ẋ,x) = ẋ − f(x) = 0 we compute the tangent matrix
appended by the generalized Jacobian of the output y

Z(λ) :=

(
P(λ)
H

)
=


λ −1 1
−1 λ 0
0 −x3 λ− x2
0 0 2x3

2x1 0 0

 . (54)

The algorithm starts with i = 0 by setting Z1,[0] := Z1. In the
reduction step we compute

Z+L
1,[0] =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

 , Z⊥L
1,[0] =

(
0 0 0 1 0
0 0 0 0 1

)
which yields

B[0] = Z⊥L
1,[0]Z0,[0] =

(
0 0 2x3

2x1 0 0

)
,

C[0] = Z+L
1,[0]Z0,[0] =

 0 −1 1
−1 0 0
0 −x3 −x2

 .

The matrix B[0] has full row rank, i.e., we can skip the null
space decomposition and proceed with the elimination step:
We calculate

Z1,[1] = B⊥R
[0] =

0
1
0

 , Z0,[1] = C[0]B
⊥R
[0] =

 −10
−x3

 .

Note that ∂
∂t (B

⊥R
[0] ) = 0 for this particular choice of B⊥R

[0] .
Setting i = 1, we go back to the reduction step. We compute

Z+L
1,[1] =

(
0 1 0

)
, Z⊥L

1,[1] =

(
1 0 0
0 0 1

)
which leads to

B[1] = Z⊥L
1,[1]Z0,[1] =

(
−1
−x3

)
, C[1] = Z+L

1,[1]Z0,[1] =
(
0
)
.

Here, B[1] does not have full row rank, i.e., we proceed with
a null space decomposition and compute

B⊥L
[1] =

(
−x3 1

)
, G[1] = B⊥L

[1]Z
⊥L
1,[1] =

(
−x3 0 1

)
.

as well as

Z̃
⊥L

1,[1] = ((B⊥L
1,[1])

⊥R)TZ⊥L
1,[1] =

(
1 0 x3

)
from which follows

B[1] = B̃[1] = Z̃
⊥L

1,[1]Z
⊥L
0,[1] =

(
−1− x23

)
.

The scalar B[1] has rank 1, and therefore full column rank.
Thus, the algorithm terminates. We compute the first part of
the completion according to (41)

Q̃ = Z1,[0]Z1,[1] =


1 0 0
0 1 0
0 0 1
0 0 0
0 0 0


0
1
0

 =


0
1
0
0
0

 . (55)

Due to the null space decomposition, we need to compute the
remaining columns as described in (42). For this, we compute
G+R

[1], such that Z+R
1,[1]G

+R
[1] = 0 and Z̃

⊥L

1,[j]G
+R
[j] = 0. We get

G+R
[1] =

−
x3

x2
3+1

0
1

x2
3+1

 (56)

which results in

Q̃[1] = Z1,[0]G
+R
[1] =


1 0 0
0 1 0
0 0 1
0 0 0
0 0 0


−

x3

x2
3+1

0
1

x2
3+1

 =


− x3

x2
3+1

0
1

x2
3+1

0
0

 .

Finally, the described algorithm results in the unimodular
completion Q̃ with

Q̃:= (Q̃, Q̃[1]) =


0 − x3

x2
3+1

1 0
0 1

x2
3+1

0 0
0 0

 , (57)

i.e., 
λ −1 1 0 − x3

x2
3+1

−1 λ 0 1 0
0 −x3 λ− x2 0 1

x2
3+1

0 0 2x3 0 0
2x1 0 0 0 0

 ∈ U5[λ]. (58)

The lower m rows of the completion Q̃ are zero already, so
we can skip some computations here, that is Q = Q̃ and

Q1 =

0 − x3

x2
3+1

1 0
0 1

x2
3+1

 .

Furthermore, the completion has non-constant coefficients,
i.e., the input injected equations have a modified tangent ma-
trix. Thus, we need to make sure the unimodularity condition
still holds:
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The input injected system in implicit form appended by the
output y reads

(
0
y

)
=


ẋ1 − x2 + x3
ẋ2 − x1
ẋ3 − x2x3

x23
x21

+


− x3

x2
3+1

u2

u1
1

x2
3+1

u2

0
0

 . (59)

The generalized Jacobian of (59) w.r.t. row(x,u) yields
λ −1 2x2

3u2

(x2
3+1)2

− u2

x2
3+1

+ 1 0 − x3

x2
3+1

−1 λ 0 1 0
0 −x3 λ− x2 − 2x3u2

(x2
3+1)2

0 1
x2
3+1

0 0 2x3 0 0
2x1 0 0 0 0

 (60)

and using methods from [30] we can indeed verify unimodu-
larity. Therefore, the computed input is in fact a flat input and
the input injected system reads

ẋ = f(x) +Q1(x)u =

x2 − x3x1
x2x3

+

0 − x3

x2
3+1

1 0
0 1

x2
3+1

u

with the output y = (x23, x
2
1)

T being flat.

V. DIRECT FLAT REPRESENTATION

As described in [31], the choice of coordinates of the
system’s description has an impact on the visibility of the
flatness property, and as such as well on the computation of
flat outputs. This is true for the computation of flat inputs, too:

If the matrix

Z(λ) =

(
P(λ)
H(λ)

)
=

(
∂F
∂ẋλ+ ∂F

∂x
∂h
∂ẋλ+ ∂h

∂x

)
∈ K(n+m)×n[λ] (61)

contains a n×n unimodular submatrix, then we can rearrange
the rows by left multiplication with a (n+m)× (n+m)
permutation matrix Vπ such that

Z̃(λ) :=Vπ

(
P(λ)
H(λ)

)
=:

(
A1(λ)
A2(λ)

)
, A1 ∈ Un[λ], (62)

then a unimodular completion of Z̃(λ) can be specified by

Q̂ =

(
0n,m
Im

)
(63)

and therefore, a unimodular completion of Z(λ) is given by

Q = VT
πQ̂ = VT

π

(
0n,m
Im

)
. (64)

Note that this completion only has constant elements, i.e.,
∂Qu
∂x = 0 and the tangent matrix is not influenced by the input

injection (compare (52)). Hence, the unimodularity condition
fulfilled. Again, if we do not allow input injection in the output
equation, then we need to make sure the lowest m rows of this
completion is zero. If this is the case, then we get

Q1 =
(
In 0n,m

)
Vπ

(
0n,m
Im

)

and the input-injected system reads

ẋ = f(x) +Q1u. (65)

Example 1. The previously described example with the dy-
namics (53), the output y = (x23, x

2
1)

T and the tangent matrix
(54) has a unimodular submatrix of maximum size, i.e., 0 −x3 λ− x2

0 0 2x3
2x1 0 0

 ∈ U3[λ] (66)

holds. Therefore, a unimodular completion is given by

Q =

(
I2
03,2

)
(67)

and due to all entries of the completion being constants the
tangent matrix of the original system remains the same. Hence,
the flat input injected system reads

ẋ =

x2 − x3x1
x2x3

+

u1u2
0

 with y =

(
x23
x21

)
(68)

where y constitutes a flat output.

VI. PROBLEM CHARACTERIZATION FOR NON-OBSERVABLE
SYSTEMS

According to [19], observability is not necessary for the ex-
istence of flat inputs in the MIMO case. This seems somewhat
strange at first, but using the above approach it can be seen
why this may still allow the computation of flat inputs.

We assume no additional restrictions on f̂(x,u), such that
we can require the structure

ẋ = f̂(x,u) = f(x) + b̂(x,u) (69)

with

b̂(x,u) = −f(x) + b(x,u) (70)

and input-dependent dynamics b(x,u). This results in

ẋ = b(x,u), (71)

i.e., the following two conditions are sufficient for differential
flatness (

Inλ− ∂b
∂x −∂b∂u

∂h
∂ẋλ+ ∂h

∂x 0m,m

)
!
∈ Un+m[λ] (72)

and

d
((
Inλ− ∂b

∂x −∂b∂u
) (

dx
du

)) !
= 0, (73)

where y = h(x, ẋ, ... ,x(α)) with y(t) ∈ Rm is the given
output. The problem here is to find b which is similar to the
problem of computing flat outputs, i.e., a unimodular row-
completion with an integrability condition. Here, however, the
matrix (Inλ,0m,m) needs to be added, so there is an additional
constraint. The resulting system is in fact observable. It is not
straight forward how to incorporate this into an algorithm.
Note that for two-output systems, i.e., y(t) ∈ R2, the problem
of flat input computation has been solved [20].
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We illustrate the above ideas by the an example from [19,
ex. 4]:

Example 2. Given the pair of dynamical system and output

ẋ = f(x) = 0, y =

(
x1
x2

)
, (74)

the vector

b(x,u) =

 u1
x3u1
u2

 (75)

with

∂b

∂x
=

0 0 0
0 0 u1
0 0 0

 and
∂b

∂u
=

 1 0
x3 0
0 1

 , (76)

results in the matrix from (72)
λ 0 0 −1 0
0 λ −u1 −x3 0
0 0 λ 0 −1
1 0 0 0 0
0 1 0 0 0

 (77)

which is unimodular. Therefore, the input-injected system reads
ẋ = b(x,u) with the output y = (x1, x2)

T.

VII. CONCLUSION

Dual to the concept of flat outputs, flat inputs can be
interpreted as the problem of actuator placement, i.e., given an
autonomous system with an output equation, we are interested
in an input injected system, such that the output becomes flat.
While in general the dynamical system and the output equation
can depend on higher derivatives of the state vector, here we
focus on first order equations, i.e., only time derivatives of first
order are allowed to occur. If the system of interest can be
transformed into state space representation, unimodular row
completion of higher order equations can be traced back to
completions of first order equations using Lie-derivatives. Be-
sides that, output equations are usually chosen to be physically
meaningful, which means the order of time derivatives in the
output equation should be low. So, restricting to first order
equations may not be a practical limitation.

Similar to the computation of flat outputs, we show that
for observable systems flat input computation can be associ-
ated with unimodular (column) completion of the generalized
Jacobian of the implicit dynamical equation appended by a
given output. Dealing with Ore polynomials, i.e., mathematical
objects with non-commutative multiplication, we propose an
algorithm for computing such unimodular completions and
show that no integrability condition is required to be satisfied
for observable systems – unlike in flat output computation
with the same approach. Instead, an additional unimodularity
condition needs to be fulfilled.

Since observability is not necessary for the computation of
flat inputs, we reformulate the non-observable case in the same
framework.
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